Passivity-based Synchronized Visual Feedback
Control for Eye-to-Hand Systems

Toshiyuki Murao
Master Program of Innovation
for Design and Engineering
Advanced Institute of
Industrial Technology
Tokyo 140-0011, Japan
murao-toshiyuki@aiit.ac.jp

Abstract—This paper investigates passivity based synchronized
visual feedback control for eye-to-hand systems. Firstly the brief
summary of the estimation and the control error systems is given
with the basic representation of a relative rigid body motion. Sec-
ondly we construct the synchronized visual feedback system with
an eye-to-hand configuration by combining a synchronization
error system. Next, we derive the passivity of the synchronized
visual feedback system. Based on passivity, stability analysis is
discussed. Finally the validity of the proposed control law can
be confirmed by the simulation results.

I. INTRODUCTION

Robotics and intelligent machines need sensory information
to behave autonomously in dynamical environments. Visual
information is particularly suited to recognize unknown sur-
roundings. In this sense, vision is one of the highest sensing
modalities that currently exist. The combination of mechanical
control with visual information, so-called visual feedback
control is important when we consider a mechanical system
working in dynamical environments [1].

In classical visual servoing, many practical methods are
reported by two well known camera configurations, i.e., an
eye-in-hand configuration or an eye-to-hand (fixed camera)
one [1]. Recently, new camera configurations combined each
classical one have been proposed. Flandin et al. [2] addressed
an eye-in-hand and an eye-to-hand cooperation approach that
each camera information is partitioned into the positioning
task and the orientation one, respectively. In [3], the occlusion
problem has been tackled by using multi eye-in-hand and eye-
to-hand cameras. The authors discussed passivity based visual
feedback control with an eye-in/to-hand configuration which
consists of two robot manipulators, i.e., a work manipulator
and a camera one [4][5]. A common feature among these
visual feedback systems with a new camera configuration [2]-
[5] is to consist of multiple robot manipulators.

On the other hand, some efforts have recently been made
to design multicomposed system which is shared information
among robot manipulators. Especially, the mutual synchro-
nized control problem can be formulated as to design inter-
connections and controllers for the robot manipulators in the
system, such that the motion of the manipulator has to be
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synchronized with respect to not only the desired trajectory
but also the motion of other manipulators. In production
process tasks that cannot be carried out by a single robot,
either because of the complexity of the task or limitations of
the robot, the use of multirobot systems working in mutual
synchronization, e.g., cooperative schemes, has proved to be
a good alternative [6]. One of the advantages of synchronized
control is that the controller can reduce the magnitude of
the error for the whole system in the transient stage through
synchronous manner, especially in the presence of nonidentical
external disturbances.

One recent representative work on synchronization of robot
manipulators is in [6]. In this work, a scheme which needs
only position measurements was proposed to solve the prob-
lem of position synchronization of multiple cooperative robot
systems, and the controller was shown to be semi-globally
exponentially stable. In [7], a leader-follower synchronization
output feedback control scheme for the ship replenishment
problem was proposed. Chung et al. [8] provided a method
that eliminates both the all-to-all coupling and the feedback of
the acceleration terms. Sun et al. designed an adaptive cross-
coupled controller [9] and a model-free one [10] to stabilize
multi-axis motions for synchronizing mechanical systems.
Visual feedback, however, is not considered here. The scheme,
which applies to mutual synchronized control for the visual
feedback system with multiple robot manipulators, should
allow us to extend the technological application area.

This paper deals with synchronized visual feedback control
for eye-to-hand systems as depicted in Fig. 1. In this paper, for
simplicity, the synchronized visual feedback system consists
of only two manipulators and a fixed camera, while it can
be easily extended the system which consists of more ma-
nipulators and/or a movable camera [4][5]. In our proposed
system, not only the convergence of the relative rigid body
motion from the hand to the target object to the desired
one, but also that of between manipulators are guaranteed,
since the synchronization error system is constructed. Based
on passivity, stability analysis for the synchronized visual
feedback system is discussed. Finally simulation results are
shown to verify the performance of the proposed method.



/=in) -
Camera T ’:) \o
R
PN /! gw1hi\\

Ty
Manipulator 1

Manipulator 2

Fig. 1. Synchronized visual feedback system with eye-to-hand configuration.

II. ESTIMATION AND CONTROL ERROR SYSTEMS

Throughout this paper, we use the notation e$%« € R3*3
to represent the change of the principle axes of a frame X
relative to a frame X,. &, € R? specifies the direction of
rotation and 6,, € R is the angle of rotation. For simplicity
we use £60,;, to denote £,3,0,;. The notation ‘A’ (wedge) is the
skew-symmetric operator such that £0 = ¢ x 0 for the vector
cross-product x and any vector § € R3. The notation ‘\V’
(vee) denotes the inverse operator to ‘A’, i.e., so(3) — R3.
Recall that a skew-symmetric matrix corresponds to an axis
of rotation (via the mapping a — a). We use the 4 x 4 matrix
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as the homogeneous representation of g,, = (Pap,e%*) €
SE(3) describing the configuration of a frame X, relative to
a frame X,. The adjoint transformation associated with g,y is
denoted by Ad,,,y [11].

A. Generation of Desired Relative Rigid Body Motion

The visual feedback system considered in this paper has
two robot manipulators and a fixed camera as depicted in
Fig. 1, where the coordinate frames >, ., ¥, %, and
X, represent the world frame, the camera frame, the object
frame, the base frame of the i-th manipulator, and the i-th
hand (end-effector of the i-th manipulator) frame, respectively.
Here, the subscript ¢ denotes the index of the manipulators,
i.e. 7 = 1,2 in this paper. Then, the relative rigid body motion
from 3. to X, can be represented by g.,. Similarly, the rigid
body motions guc, Gwo> Guww, and Gyw,, and the relative rigid
body motions gen,, 9chys Gwihis Gwshss Ghio and gp,o are
represented, respectively, as shown in Fig. 1.

The objective of synchronized visual feedback control is
that both manipulators track the target object while the ma-
nipulators should mutually synchronize. In other words, it is
to bring the actual relative rigid body motions g, and gp,o
to given constant desired ones gp,q and gp,q, respectively.
It should be noted that the desired motions gp,q and gp,q are

related each other because of the mutual synchronous behavior.
Therefore, we state how to set the desired rigid body motions
for synchronized visual feedback control.

Firstly, we consider the reference manipulator as depicted
in Fig. 2, which is the fundamental manipulator to track the
target object. The desired value of the synchronized visual
feedback system has only one degree of freedom. We define
it as gpq which is the relative rigid body motion from the
reference hand frame X to the object frame >,. Next, we
set the reference target objects which have the coordinate
frames %, as depicted in Fig. 2, to fulfill g,,,, = gwo (This
means goo, = Juw,, t00.). Meanwhile, if the control objective
is achieved, the motion of all manipulators is corresponded
to the reference manipulator i.e. g,,n, = guwhn because of
the mutual synchronous behavior. This means to satisfy the
relationship gnn;, = Guww,, t00. Hence, we can set g, 4, using

gha as follows: .
Ghidi = Gww,; JhdGww; - ()

We define the control error g.p, between the actual relative
rigid body motion gy,,, and the desired one g, q, as

Geh; = g};ildighiOzW (3)

in other words, pen, = e~ %%t (py,0, — ph,a,) and e*feni =
e~ ¢0nridi 890 Note that pp, o, = Ph;d, and et0hioi = ef0nia;
iff gen, = Is,i.e., pen, = 0 and e%%m: = I3. Using the notation
er(etfar) == sk(etlar)V := L(et0ar —e~50ar)V which denotes
the error vector of the rotation matrix eéea{, the vector of the
control error is given by ey, := [thi eb(e8%:)]T. Note that
en;, = 0 iff pep, = 0 and e&0en; — I3. Therefore, if the vector
of the control error is equal to zero, then the actual relative
rigid body motion gy,,,, equals the desired relative rigid body
motion gp,d;-

B. Visual Motion Observer and Estimation Error System

This subsection mainly reviews our previous works [12][13]
via the passivity based visual feedback control.

In order to achieve the control objective, the relative rigid
body motion gy,,, is needed. gj,,, can be represented as
follows: .

Jh,0;, = gchigcogwwi- (4)

In (4), since g.p, and g4, can be given by the measured
information, we consider to get the relative rigid body motion
geo'. The relative rigid body motion from 3. to 3, can be led
by using the composition rule for rigid body transformations
([11], Chap. 2, pp. 37, eq. (2.24)) as follows:

9co = g;ggwo' (5)

The relative rigid body motion involves the velocity of each
rigid body. To this aid, let us consider the velocity of a rigid
body as described in [11]. We define the body velocity of the
camera relative to the world frame X, as V.2, = [vl, wI |7
where v,,. and w,,. represent the velocity of the origin and the

bl

'We assume that g, and Jwh,; can be obtained accurately by a prior
calibration procedure.
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angular velocity from 3, to X., respectively ([11] Chap. 2,
eq. (2.55)).

Differentiating (5) with respect to time, the body velocity
of the relative rigid body motion g., in the case of the fixed
camera configuration (i.e. V%, = 0) can be written as follows
(See [13]): ©)

where V%, is the body velocity of the target object relative
to X,,. Equation (6) is a basic representation for the three
coordinate frames of the visual feedback system.

The visual feedback control task requires information of
the relative rigid body motion g.,. Since the measurable
information is only the image plane coordinate f(g.,) € R*™
which is given by the perspective projection of the m feature
points onto the image plane, we consider a visual motion
observer in order to estimate the relative rigid body motion
Jeo from the image information f(gc,).

Using (6), we choose estimates g., and V2 of the relative
rigid body motion and velocity, respectively as

b
‘/co_ue'

b __ /b
‘/co_vwo
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The new input u. is to be determined in order to drive the
estimated values g., and V2 to their actual values.

In order to establish the estimation error system, we define
the estimation error between the estimated value g., and the
actual relative rigid body motion g., as

Jee = g;)lgco' (8)

Using the notation e (e$%*), the vector of the estimation error
is defined as e, := [pZ, ek (e%%«<)]T. Therefore, if the vector
of the estimation error is equal to zero, then the estimated
relative rigid body motion g., equals the actual relative rigid
body motion gc,.

Suppose the attitude estimation error 6., is small enough
that we can let €% ~ [+sk(es%«). Using a first-order Taylor
expansion approximation, the estimation error vector e. can
be obtained from image information f(g.,) and the estimated
value of the relative rigid body motion g., as follows ([12]):

€e = JT@CO)(JC - f)v )

where J(gco) is the image Jacobian, f is the estimated value
of image information and § denotes the pseudo-inverse. In the
same way as the basic representation (6), the estimation error
system can be derived as

Reference 2
Target Object 2

Generation of desired relative rigid body motion.

Ve = —Ad, 1 ue + Vi, (10)

It should be noted that if the vector of the estimation error is
equal to zero, then the estimated relative rigid body motion
Jeo €quals the actual one gc,.

C. Control Error System

In this subsection which mainly reviews our previous
work [5], let us consider the dual of the estimation error
system, which we call the control error system.

In order to achieve the control objective, we have to derive
gen; defined as (3). Using g.., the control error can be
transformed as

gehlzg}:jjb ghlolzg};%jl gc_hlL GeoGuwwi— g}?jjb gc_hll gcogeegwwi (1 1)

In (11), gn,d;» Gechs» Geo and gy, are known information.
While the estimation error vector e, can be obtained as (9),
the estimation error matrix g.. cannot be directly obtained,
because g.. is defined using non-measurable value g., as (8).
Therefore, we derive g.. from e..

Because of the definition of the estimation error vector e,
ie., ec := [pL, eL(et%)]T, the position estimation error pee
can be derived directly from e.. Under the condition —g <
Oee < 5, EOce can be derived as follows [S]:

sin flen(e®)]| g,
LR en(et)
Jen(ef)]

Hence, g.. can be derived from e, through £6...

The reference of the relative rigid body motion gp,q; is
constant in this paper, i.e., gn,q, = 0, hence, V}, = V! .
Thus, differentiating (3) with respect to time, the control error
system can be represented as

b _ b b
‘/Bhi — _Ad( -1 Ad(g}:: )thl + V’LUO'

gehi) id;

goee - (12)

13)
This is dual to the estimation error system.

III. PASSIVITY-BASED SYNCHRONIZED VISUAL
FEEDBACK CONTROL

For assembly tasks in modern manufacturing and space
applications, a scheme which reduces not only the error
concerning the control objective but also that of synchronous
manner must have the great potential [9]. For the visual
feedback system which consists of two manipulators and a
fixed camera shown as Fig. 1, the straightforward extension of
the controller using only the estimation and the control error



systems in [13] can be also proposed without synchronous
manner. However, although it can be treated the tracking
problem, it can not be ensured the synchronous behavior. This
section considers synchronized visual feedback control based
on passivity which is a main contribution in this paper.

A. Synchronization Error System

In this subsection, we derive the synchronization error
system in order to impose the synchronous manner. Firstly, we
define the error gen,, = (Den;,,e*?"i7) between the relative
rigid body motion of one manipulator gy,,,, and that of another
manipulator gp,o, as

YGeh;; = g}?jlojghiom (17.7) =

(1,2),(2,1). (14)

Moreover, the synchronization error is defined using the ele-
ment of the predefined error (14) and the coupling gains which
denote the interactions between manipulators in the system as
follows: s

kg, enis

0 15)

gesm‘ = kpijthij
1
where kp,; is the coupling gain for the position and kg, is
that for the rotation. Using the notation e (e%%="), the synchro-
nization error vector is defined as e,,, := [pZ, ek(e €bes,; )T
; i

Differentiating (15) with respect to time, the synchroniza-

tion error system can be represented as

Ve, = KSUAd HAd Vi,
Koy Ad (9,0, 9nzd;) Ad g;jldj)vlghj
i Ad ) (I B Ad(g;ﬂ,-gn )) Visor (16)
where K, := diag{kp,, kr,, [, k%, I} forall i, j =1,2,i#).

B. Synchronized Visual Feedback System

The dynamics of the rigid body manipulators can be written

as
Mi(g:)4i + Ci(qi, Gi)di + 9i(i) = Ti + Tia a7

where M; € R™ ™ is the inertia matrix, C; € R™ " is the
Coriolis matrix, g; € R"™ is the gravity vector, and ¢;, ¢; and §;
are the joint angle, velocity and acceleration, respectively. 7; is
the vector of the input torque, and 7;4 represents a disturbance
input. Since the manipulator dynamics is considered, the hand
body velocity is given by V.2, = Jiy(qi)ds» where Jip(qi) is
the body manipulator Jacobian [11].

Next, we propose the control law for the manipulator as

T, = Mi(%)qzd + Ci(qi, Gi)dia + 9i(q:)
+J (qz)Ad( -1 )eh +sz(ql)Ad *1 )Ksuesq‘j

J5H(q:)Ad], (18)

(g :10 511651‘1‘ + ug;
where ¢;q and §;q represent the desired joint velocity and ac-
celeration, respectively. The new input ug, is to be determined
in order to achieve the control objective.

Let us define the error vector with respect to the joint
velocity of the manipulator as §; := ¢; — ¢;q. Moreover, we
design the reference of the joint velocity as ¢;q := J;rb(qi)uhid
where up, 4 is the desired body velocity which will be obtained

from the aforementioned error systems. Thus, V. », should be
replaced by up,q.

Using (10), (13) and (16)—(18), the synchronized vi-
sual feedback system can be derived as the equation (19)
at the bottom of the next page, where the input u :=
[ugl ug; (Ad(g;:lldl)uhld) (Ad 1d2)uh2d)T UZ]T. We define

. ha . .
the state and the dlsturbance of the synchronized visual

feedback system as r := [51 52 ehl e;{z ez"m ez;l ez"]T and
w = [rL, 7L (V2 )T]T, respectively.
Remark 1: If the coupling gains kmj = ]gR”_ = 0 and

the synchronization error e, is not considered, then the
synchronized visual feedback system (19) can be regarded
as the non-synchronized one which consists of two manip-
ulators and a fixed camera. Non-synchronized system is a
straightforward extension of the eye-to-hand visual feedback
system [13]. Thus, the visual feedback system with the eye-
to-hand configuration [13] is included as the special case of
the system (19).

C. Passivity of Synchronized Visual Feedback System

Before proposing a synchronized visual feedback control
law, we derive an important lemma.

Lemma 1: If w = 0, then the synchronized visual feedback
system (19) satisfies

T
/ wIv>-8, T >0 (20)
0
where
v:=NK,zx
I 00 0 0 0 0
0 I 0 0 0 0 0
T T
N |0 0-T O—Ad%loz onray) Ad(qe_hll) 0
00 01 Adj, Ad(T 0
ehz ghlol thdg)
00 0 0 0 0 I

K, = diag{I,I,I,1,K;,,,Ks,,,I}

and ( is a positive scalar.
Proof: Consider the following positive definite function

1 1
V = S6 Mi&y + 563 Mok + E(gen,) + E(gen,)

2
+ E(gesu) + E(gesz1) + E(Qee)?

— 21
kRm kR21 @b

= 3lparll® + (ePr) and g(efer) =
1tr(I — et%) is the error function of the rotation matrix (see,
e.g., [14]). Differentiating (21) with respect to time yields

R 1 ...
V= §§1TM1§1 + §§§M2§2

where F ggab)

M0 0 0 0 0 0 1. -
0Ms, 0 0 o 0 0 &1
0 0Ad, 0 0 0 0 Vﬁg
LT 00 0 Ad iy 000y
eha
00 0 0Ad,, 0 O v
00 0 0 0Adg,, 0 ||V
(00 0 0 0 0Adgep, |t e
=2TK,NTu, (22)



using the skew-symmetry of the matrices pen,, Dehys Dehiss
Dehay» Pees M, —2C and My—2C5. Note that we have utilized
the fact that eg(kg,,€5%**) = kg, er(e*%=). Integrating (22)
from O to 7', we obtain

/T u'vdr =V(T)-V(0) > -V(0)=—-5 (23)
0

where [ is a positive scalar that only depends on the initial
states of &1, €2, €nys €hys €s1y» €syy AN €e. [ |

Remark 2: Lemma 1 would suggest that the synchronized
visual feedback system is passive from the input u to the
output v as in the definition in [15]. Note that Lemma 1 can
be shown to connect with the each passivity property of the
manipulator dynamics, the estimation error system, the control
error system and the synchronization error system.

D. Stability Analysis for Synchronized Visual Feedback System

We now propose the following control input for the inter-
connected system:

u = —KU: —KNKSJ;
K := diag{K¢,, K¢,, Kpy, Kpy, Ko}

where K¢, := diag{ke,1, -, ket Kp, := diag{kn,1,---,
kn,6} and K. := diag{ke1, - - , keg} denote the positive gain
matrices.

Theorem 1: If w = 0, then the equilibrium point z = 0 for
the closed-loop system (19) and (24) is asymptotic stable.

Proof: In the proof of Lemma 1, we have already derived

that the time derivative of V' along the trajectory of the system
(19) is formulated as (22). Using the control input (24), (22)
can be transformed into

V=-2TK.,NTKNK,x.

(24)

(25)

This completes the proof. ]

Theorem 1 guarantees the stability of synchronized control
using a Lyapunov function for the eye-to-hand synchronized
visual feedback system (19) which is a highly nonlinear

system. It is interesting to note that stability analysis is
based on passivity as described in (20). For the tasks which
need the synchronous manner, the control performance should
be improved compared to the eye-to-hand non-synchronized
visual feedback control law, because the synchronized control
design considers the mutual synchronization error. For the
visual feedback system, it is difficult that the desired trajectory
in joint space is given explicitly, since the motion of the
target object is unknown. Although the synchronization error
is defined in the joint space in the previous works [6]-[10],
we define it in the work space by making the reference
manipulator and the reference target objects as shown in
Fig 2. Additionally, Ls-gain performance analysis for the
synchronized visual feedback system (19) can be considered
based on the dissipative systems theory in the presence of
disturbances, similar to our previous works [4][12][13].

IV. SIMULATIONS

In this section, the validity of the proposed control law
can be confirmed by comparing the simulation results on two
2DOF manipulators with a static target object. In this paper, we
present simulation results for the synchronized visual feedback
control, compared with the non-synchronized one which is the
straightforward extension of the controller in [13]. The con-
troller parameters for the control law v (24) were empirically
selected. The coupling gains for mutual synchronization were
chosen as k,,, = kr,, = kp,, = kr,, = 0.75. When we set
the coupling gains, it is important not to select too large values.
In the case of the non-synchronized control law, the same gains
are set in order to compare the both control laws simply, except
for the coupling gains k,, = kr,, = kp,, = kr,, = 0. Inthis
simulation, we tested the system by adding a force disturbance
714 = [100 50]7 [Nm] to only the manipulator 1 from 0.2-0.3
[s] in order to confirm the advantage of the proposed law.

Figs. 3 and 4 illustrate the hand control errors ej, (Dashed)
and ep, (Dotted), and the synchronization error eg,, (Solid),

_Ml_lclfl + Ml_l‘]ljg’ Ad €hy +Ad] Ksiy€s05 — Ad" Ky €59,
i él ) Onya,) (9hy05) (Ihyoy)
£ — My Coby + My L (AdT _ eny + AdT L, Koyesy, —AdT _y Kap,es,
. (Ynyay) Inyo0y) (Ingoy)
Ve —Ad, —1 |\ Jipé
Vebh2 = (gh101)
VEI?S12 _Ad(g;2102)J2b§2
Vi, _K12Ad(g;1 )(J1b§1 — Japé2)
b 101
L Vee | —K21Ad(g;1 )(J2b§2 - Jlb{l)
202
L 0 i
M7t 0 0 0 o 1 [M! 0. 0 7
0 M;! 0 0 0 0 M, 0
0 0 —Ad, 1 0 0 0 0 1
(Gen,) 0 0 7
o - X e D et 0 0 KA I-Ad w (19)
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Fig. 3. Control error ey, (Dashed) and ey, (Dotted), and the synchronization
error es,, (Solid) with the proposed control law.
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Fig. 4. Control error ey, (Dashed) and ey, (Dotted), and the synchronization
error es,; (Solid) with the non-synchronized control law.

respectively. In these figures, we focus on the errors of the
translations of x and y and the rotation of z, because the
errors of the translation of z and the rotations of x and y are
zeros ideally on the defined coordinates. Figs. 3 and 4 denote
the errors applying the proposed synchronized control law and
the non-synchronized one, respectively.

In Figs. 3, the asymptotic stability applying the proposed
control law can be confirmed by steady state performance.
Moreover, it can be verified that eg,, converges faster than
errors of ey, and e, in the synchronized visual feedback
control case in Fig. 3. This proves the mutual synchronization
behavior. Meanwhile, the errors ey, and ej, converge faster
than es,, for the non-synchronized control case in Fig. 4.

Furthermore, Fig. 3 shows that the added force disturbance
does not greatly affect the hand control error ey, and the syn-
chronization error e,, under the proposed synchronized con-
trol, compared with Fig. 4 in the case of the non-synchronized
control. It should be noted that the magnitude of the error
en, 1s specially small after adding the disturbance, since the
control law is designed by also considering the interaction
between manipulators. Our proposed controller reduces the

magnitude of the error for the whole system at the small
expense of the motion of the manipulators which are not added
the force disturbance, as a result, the synchronized visual feed-
back system becomes robust against the external disturbance
input. This validates one of the expected advantages of the
mutual synchronized control for the visual feedback system.

V. CONCLUSIONS

This paper considers synchronized visual feedback control
for eye-to-hand systems. In our proposed system, we can treat
not only the tracking problem but also the synchronized one,
since it consists of the synchronization error system. Based
on passivity, stability analysis for the synchronized visual
feedback system is discussed. Finally simulation results are
shown to verify the stability and the performance of the
proposed control law. The proposed control method which
poses no problem with respect to real-time computing can be
carried on in the experimental testbed, similar to [4][12].
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