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Abstract— This paper investigates visual force feedback con-
trol for planar manipulators with the eye-in-hand configuration
based on passivity. The vision/force control is applied to hori-
zontal/vertical direction for the environment which is thought
as a frictionless, elastically compliant plane. We show passivity
of the visual force feedback system which allows us to prove
stability in the sense of Lyapunov. The L2-gain performance
analysis for the disturbance attenuation problem is considered
via the dissipative systems theory. Finally simulation results are
shown to verify the stability and L2-gain performance of the
visual force feedback system.

I. INTRODUCTION

Robotics and intelligent machines need sensory informa-
tion to behave autonomously in dynamical environments.
Visual information is particularly suited to recognize un-
known surroundings. Vision based control of robotic systems
involves the fusion of robot kinematics, dynamics, and
computer vision to control the motion of the robot in an
efficient manner. The combination of mechanical control
with visual information, so-called visual feedback control or
visual servoing, is important when we consider a mechanical
system working under dynamical environments [1][2].

In the visual feedback control, many practical methods are
reported. In [3], the 2 1/2-D visual servoing which incorpo-
rates the advantages of both position-based and image-based
visual servoing is proposed in order to guarantee robustness
with respect to calibration errors. Partitioned visual servoing
is considered in [4] in order to guarantee that all features
remain in the image. Cowan et al. [5] addressed the field-
of-view problem for 3D dynamic visual feedback system
using navigation functions. More recently, an approach based
on switching between position-based visual servoing and
backward motion is investigated for dealing with the field of
view problem [6]. In our previous works, we discussed the
dynamic visual feedback control for three dimensional target
tracking based on passivity [7][8][9][10]. Recent applications
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Fig. 1. Visual force feedback system with the eye-in-hand configuration.

of visual feedback control include the autonomous injection
of biological cells [11], laparoscopic surgery [12] and others.
Although visual information is necessary in order to recog-
nize environments, visual information is inadequate to com-
plete tasks in these applications. For example, not only visual
information but also force information are needed to inject
DNA to biological cells. Hence, integrating visual feedback
control with force control is important for the modern robot.
Most reported hybrid vision/force control considers the fixed-
camera configuration with a calibrated camera [13][14][15].
In contrast to most hybrid vision/force research, Baeten
et al. [16] addressed a hybrid control structure for the
eye-in-hand vision and force control. However few rigorous
results have been obtained in terms of the nonlinear control
aspects, although many practical methods are reported with
experimental results. For example, there exist no researches
that explicitly show Lyapunov function for the visual force
feedback system.

This paper deals with visual force feedback control for
planar manipulators with the eye-in-hand configuration as
depicted in Fig. 1. The vision/force control is applied to
horizontal/vertical direction for the environment which is
thought as a frictionless, elastically compliant plane. We
show passivity of the visual force feedback system which
allows us to prove stability in the sense of Lyapunov. The
L2-gain performance analysis for the disturbance attenuation
problem is considered via the dissipative systems theory. Fi-
nally simulation results are shown to verify the stability and
L2-gain performance of the visual force feedback system.
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Fig. 2. Pinhole camera model with perspective projection

II. VISUAL FORCE FEEDBACK SYSTEM

A. Manipulator Model

The dynamics of n-link rigid robot manipulators can be
written as

M(q)q̈ + C(q, q̇)q̇ + g(q) = τ (1)

where q, q̇ and q̈ are the joint angle, velocity and acceleration,
respectively, τ is the vector of the input torque, and τd repre-
sents a disturbance input. M(q) ∈ Rn×n is the manipulator
inertia matrix, C(q, q̇) ∈ Rn×n is the Coriolis matrix and
g(q) ∈ Rn is the gravity vector. The following properties
are well known [17].

Property 1: The inertia matrix M(q) is positive definite.
Property 2: Ṁ(q) − 2C(q, q̇) is skew-symmetric.

Property 2 is concerned with the passivity property. These
properties are important for the Lyapunov/passivity based
control design.

The relation between the vector of generalized forces F

and the vector of joint actuating generalized forces τF can
be expressed as

τF = JT
p (q)F (2)

where Jp(q) is the manipulator Jacobian [18]. Then we
consider generalized forces F and the disturbance forces d,
the manipulator dynamics (1) can be transformed into

M(q)q̈ + C(q, q̇)q̇ + g(q) = τ + JT
p (q)(F + d). (3)

Throughout this paper, the above equation is used as the
model of the manipulators with n = 2.

B. Camera Model

We consider a planar manipulator with the world frame
Σw = {Xw Yw Zw}. It is assumed that the manipulator end-
effector evolves in the Xw−Yw plane of Σw. Suppose that a

camera with the frame Σc = {Xc Yc Zc} is mounted on the
manipulator end-effector as depicted in Fig. 2. Hence, the
manipulator kinematics gives the camera position pwc(q) :=
[xwc(q) ywc(q)]T and the orientation θ(q) := q1 + q2 with
respect to Σw. A frame Σi = {Xi Yi} is defined in the
camera image plane and its origin is the intersection of the
optical axis with the image plane. Here it is assumed that
the axes Xi and Yi parallel the axes Xc and Yc respectively.

Next the object point pwo is located at [xwo ywo zwo]T

with respect to the frame Σw. We assume that the object
point motion is restricted on the Xw−Yw plane, i.e. żwo = 0.
pio = [xio yio]T is the image coordinate of pwo through the
perspective transformation with the frame Σi.

Taking the perspective transformation as the camera model
(shown in Fig. 2) yields

f =
λ

zwo
RT (θ)(pwo − pwc) (4)

where f := [fx fy]T and λ > 0 is a focal length [7].
Then the differential kinematics of the manipulator gives

the relationship between the manipulator joint velocities q̇

and the velocities of the camera mounted on the end-effector.
The relation can be represented using the manipulator Jaco-
bian Jp(q) ∈ R2×2:

ṗwc(q) = Jp(q)q̇. (5)

The derivation of the equation (4) yields

ḟ = − λ

zwo
RT Jpq̇ − RT Ṙf +

λ

zwo
RT ṗwo (6)

where ṗwo is the unknown motion of the target object.

C. Visual Force Feedback System

Here, we define the coordinate frame ΣF as a force frame
whose direction coincides the world frame Σw as shown in
Fig. 3. Then, the generalized forces F can be separated Fx

normal and Fy tangential to the environment plane, i.e. F =
[Fx Fy]. Moreover, we define the virtual image plane cx−cy

whose origin and direction coincide the image plane Xi−Yi

and the force frame ΣF , respectively.
Thus, the virtual image c := [cx cy]T can be expressed

as

c = Rf

=
[

cos(θ) − sin(θ)
sin(θ) cos(θ)

] [
fx

fy

]
. (7)

The environment is thought of as a frictionless, elastically
compliant plane. Hence the model of the contact force takes
on the simple form

F = Ke(pwc − pwc0) (8)
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Fig. 3. Coordinate frames for planar manipulators

where pwc is the position of the contact point, pwc0 is a
point of the environment plane at rest. Ke is the constant
symmetric stiffness matrix, i.e. Ke = diag{kex, key}. It is
assumed that contact with the environment plane is not lost.

Let Fd = [Fdx Fdy] be a desired force and fd = [0 0]T be
a desired image. By using the relation (7), the desired virtual
image cd := [cdx cdy]T satisfies cd = [0 0]T . We define the
force error, the image error and the virturl image error as

Fe := F − Fd, (9)

fe := f − fd, (10)

ce := c − cd, (11)

respectively. By using (4), (7) and (8), the force error Fe can
be transformed into

Fe =
zwo

λ
Kece

=
zwo

λ

[
kex 0
0 key

] [
cex

cey

]
. (12)

Our purpose is to design a stabilizing control law τ such
that the force control and the visual feedback control hold
for the normal direction and the tangential direction to the
environment plane, respectively.

In order to consider both the force control and the visual
feedback control, we define the visual force error as follows:

s =
[

Fex

cey

]
. (13)

By using (7) and (12), the state s can be transformed into

s =
[

α 0
0 1

] [
cex

cey

]

=
[

α cos(θ) −α sin(θ)
sin(θ) cos(θ)

]
fe (14)

where α :=
zwokex

λ
. Differentiating (14) with respect to

time, we obtain

ṡ =
[ −αSθ −αCθ

Cθ −Sθ

]
θ̇fe +

[
αCθ −αSθ

Sθ Cθ

]
ḟe (15)

where Sθ and Cθ represent sin(θ) and cos(θ) for short,
respectively. Using (4), (6) and (15), we obtain

ṡ =
[ −αSθ −αCθ

Cθ −Sθ

]
θ̇fe

−
[

kexCθ −kexSθ
λ

zwo
Sθ

λ
zwo

Cθ

] [
Cθ Sθ

−Sθ Cθ

]
Jpq̇

−
[

αCθ −αSθ

Sθ Cθ

] [
0 −θ̇

θ̇ 0

]
fe

+
[

kexCθ −kexSθ
λ

zwo
Sθ

λ
zwo

Cθ

] [
Cθ Sθ

−Sθ Cθ

]
ṗwo

= −
[

kex 0
0 λ

zwo

]
Jpq̇ +

[
kex 0
0 λ

zwo

]
ṗwo. (16)

where we exploit that RT Ṙ is skew-symmetric, i.e.

RT Ṙ =
[

0 −θ̇

θ̇ 0

]
.

Combining (3) and (16), we construct the visual force
feedback system as follows:

Mq̈ + Cq̇ + g = τ + JT
p (F + d) (17)

ṡ = −KxyJp q̇ + Kxy ṗwo (18)

where

Kxy :=
[

kex 0
0 λ

zwo

]
.

The following assumption will be made throughout this
paper:

Assumption 1: The manipulator Jacobian Jp is nonsingu-
lar.
This assumption is required for technical reasons in the
stability analysis. Under this assumption, we formulate the
manipulator control problem as follows:
Control problem : For the visual force feedback system
with the eye-in-hand configuration described by (17) and
(18), design a control law τ such that s → 0 and q̇ → 0
as t → ∞.

III. VISUAL FORCE FEEDBACK CONTROL

A. Passivity of Visual Force Feedback System

Now, we propose the control law for the manipulator as

τ = uξ + JT
p KFcs + Mu̇d + Cud + g − JT

p F (19)

where

KFc :=
[

kF 0
0 kc

]
.

kF and kc denote the positive scalar gain for force error and
image error, respectively. The new inputs uξ and ud are to be
determined in order to achieve the control objective. Here,



we define the error vector with respect to the joint velocity
of the manipulator dynamics as

ξ := q̇ − ud. (20)

Using (17), (18) and (19), the visual force feedback system
can be derived as follows:[

ξ̇
ṡ

]
=

[ −M−1Cξ + M−1JT
P KFcs

−KxyJpξ

]

+
[

M−1 0
0 −KxyJp

]
u

+
[

M−1JT
P 0

0 Kxy

]
w (21)

where u := [uT
ξ uT

d ]T . We define the state and the distur-
bance of visual force feedback system as x := [ξT sT ]T and
w := [dT ṗT

wo]
T , respectively.

Remark 1: In the visual force feedback system, the joint
angle q, velocity q̇, normal generalized force to the envi-
ronment Fx and visual information f are measurable. Then,
the normal visual information to the environment cy will
be obtained by using f and θ = q1 + q2. Because one
of states s which is constructed by Fex = Fx − Fdx and
cey = [cos(θ) sin(θ)]fe is calculated, the state of the visual
force feedback system x can be exploited for the control law.

Before constructing the visual force feedback control law,
we derive an important lemma.

Lemma 1: If w = 0, then the visual force feedback system
(21) satisfies

∫ T

0

uTνdτ ≥ −β, ∀T > 0 (22)

where

ν := Nx, N :=
[

I 0
0 −JT

P KFc

]

and β is a positive scalar.
Proof: Consider the following positive definite func-

tion

V =
1
2
ξT Mξ +

1
2
sT KFcK

−1
xy s. (23)

Differentiating (23) with respect to time yields

V̇ = ξT Mξ̇ +
1
2
ξT Ṁξ + sT KFcK

−1
xy ṡ

= ξT
(−Cξ + uξ + JT

p KFcs
)

+
1
2
ξT Ṁξ

−sT KFcK
−1
xy KxyJpξ − sT KFcK

−1
xy KxyJpud

= ξT uξ +
1
2
ξT (Ṁ − 2C)ξ + ξT JT

p kFcs

−sT KFcJpξ − sT KFcJpud

= uT ν. (24)

Integrating (24) from 0 to T , we obtain
∫ T

0

uT νdτ = V (T ) − V (0) ≥ −V (0) = −β (25)

where β is a positive scalar that only depends on the initial
states of ξ and s.

Let us take u as the input and ν as its output. Thus,
Lemma 1 implies that the visual force feedback system (21)
is passive from the input u to the output ν as in the definition
in [19].

B. Visual Force Feedback Control and Stability Analysis

We now propose the following control input for the
interconnected system:

u = −
[

Kξ 0
0 Kp

] [
I 0
0 −JT

P KFc

]
x

= −KNx (26)

where

K :=
[

Kξ 0
0 Kp

]

and Kξ := diag{kξ1, kξ2} and Kp = diag{kp1, kp2} denote
the positive gain matrices for each joint axis. Using the
control input (26), s = 0 and q̇ = 0 if and only if x = 0.
Then, the stability of the visual feedback system can be
described by the following theorem.

Theorem 1: If w = 0, then the equilibrium point x = 0
for the closed-loop system (21) and (26) is asymptotic stable.

Proof: In the proof of Lemma 1, we have already
derived that the time derivative of V along the trajectory
of the system (21) is formulated as (24). Using the control
input (26), (24) can be transformed into

V̇ = uT ν = xT NT u = −xT NT KNx. (27)

Because N is a nonsingular matrix and K is a positive
definite matrix, this completes the proof.
Theorem 1 shows the stability via Lyapunov method for the
visual force feedback system. It is interesting to note that
stability analysis is based on the passivity as described in
(22).

C. L2-Gain Performance Analysis

In this subsection, we utilize L2-gain performance analysis
to evaluate the tracking performance of the control scheme
in the presence of a moving target. The motion of the target
object is regarded as an external disturbance. Here, we define
the controlled outputs as

z :=
[

εξ 0
0 εs

]
x



where εξ = diag{εξ1, εξ2} > 0 and εs = diag{εs1, εs2} >

0. are weight matrices.
Here, let us define

P :=
[

Kξ − 1
2
εT
ξ εξ − 1

2γ2 JT
P JP

0
0

KT
FcJpKpJ

T
p KFc − 1

2εT
s εs − 1

2γ2 KT
FcKFc

]
(28)

where γ ∈ R is positive.
Theorem 2: Given a positive scalar γ, consider the control

input (26) with the weight matrices εξ and εs and the gains
Kξ, Kp and KFc such that the matrix P is positive semi-
definite. Then the closed-loop system (21) and (26) has L2-
gain ≤ γ.

Proof: Differentiating the positive definite function V

defined in (23) along the trajectory of the closed-loop system
yields

V̇ = −ξT Kξξ − sT KT
FcJpKpJ

T
p s

+ξT JT
p d + xT KFc ṗwo (29)

By completing the squares, we have

V̇ +
1
2
‖z‖2 − γ2

2
‖w‖2

≤ −ξT Kξξ − sT KT
FcJpKpJT

p s +
1
2
(εξξ)T εξξ

+
1
2
(εss)T εss +

1
2γ2

ξT JT
p Jpξ +

1
2γ2

sT KT
FcKFcs

= −xT Px (30)

It can be verified that the inequality

V̇ +
1
2
‖z‖2 − γ2

2
‖w‖2 ≤ 0 (31)

holds if P is positive semi-definite. Integrating (31) from 0
to T and noticing V (T ) ≥ 0, we have

∫ T

0

‖z‖2 ≤ γ2

∫ T

0

‖w‖2 + 2V (x(0)) (32)

This completes the proof.
The L2-gain performance analysis of the visual force feed-
back system is discussed via the dissipative systems theory.

IV. SIMULATION

To illustrate the behavior of the visual force feedback
control, we apply the proposed control law to a two-link
planar manipulator. The stiffnesses of the contact plane are
kex = 200 [N/m] and key = 0 [N/m]. The control objective
is Fx → Fdx and cy → cdy as t → ∞, i.e. Fy and cx are
not considered in this framework. We give the desired force
and the desired image as Fdx = 18 [N] and cdy = 0 [pixel],
respectively.
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Fig. 4. Time response of ξ(t)
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Fig. 5. Time response of s(t)

A. Stability Analysis

First, we present results for the stability analysis with a
static target object. The initial conditions of the manipulator
are set as follows: q1(0) = π/2 [rad], q2(0) = −π/2 [rad],
q̇1(0) = 0 [rad/s], q̇2(0) = 0 [rad/s]. In this initial setting,
the initial states of the visual force feedback system satisfy
ξ1 = 0 [rad/s], ξ2 = 0 [rad/s], Fex = −18 [N], cey = −310
[pixel], respectively. The controller parameters for Equa-
tion (26) were empirically selected as Kξ = diag{0.1, 0.1},
Kp = diag{1, 0.1} and KFc = diag{10, 0.1}. The sim-
ulation results are shown in Figs. 4 and 5. Figs. 4 and 5
illustrate the velocity error ξ and the force and image error
s, respectively. From these figures, the asymptotic stability
of the equilibrium point x = 0 can be also confirmed.

B. L2-gain Performance Analysis

Next, we present simulation results for the L2-gain per-
formance analysis in the case of a moving target object. In
particular, we consider the disturbance attenuation problem
by regarding the target motion as the disturbance for the
visual force feedback system. The target object moves along
a straight line parallel to Yw-axis. The initial states of the
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Fig. 6. Euclidean norm of the controlled output ‖z‖

visual force feedback system is x(0) = 0. The weights for
the states are selected as εξ = diag{2.0, 2.0} and εs =
diag{0.25, 0.01}. The following gains were selected in order
to confirm the adequacy of the L2-gain performance for the
visual force feedback system.

Gain A : γ = 5.54, Kξ = diag{5, 5}, Kp = diag{80, 40},
KFc = diag{0.5, 0.015}

Gain B : γ = 2.92, Kξ = diag{5, 5}, Kp = diag{5, 2.5},
KFc = diag{5, 0.4}

In Fig. 6, the top graph and the bottom one show the
norm of controlled output z in the case of γ = 5.54 and
γ = 2.92, respectively. It can be verified that the disturbance
attenuation is improved in the case of the smaller value of
γ from Fig. 6.

V. CONCLUSIONS

This paper investigates the visual force feedback control
for planar manipulators. The proposed method is regarded
as an extension of the hybrid position/force control to the
hybrid vision/force control. The main contribution of this
paper is to show that the visual force feedback system has the
passivity. Stability and L2-gain performance analysis for the
visual force feedback system are discussed based on passivity
and dissipative systems theory. Finally simulation results are
presented to verify the stability and L2-gain performance
of the visual force feedback system. In our future work,
we will discuss the visual force feedback control for three
dimensional task space based on passivity.
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