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Abstract—This paper investigates passivity-based pose con- Target Object

trol via an obstacle avoidance navigation function for three-

dimensional @3-D) eye-in-hand visual feedback systems. Firstly, ,g g

visual motion observer-based pose control for3-D eye-in-hand {

visual feedback systems is presented. Next, a path planner to ¥ ; y pIN
be appropriate for the visual motion error system is designed w Obstacle 1

through an obstacle avoidance navigation function to keep
collision-free during servoing. Finally, the effectiveness of the

L]
proposed method is verified through computer simulations. *oto
O | o
\
. INTRODUCTION Ze

) ) Camera-mounted ‘ bn
Visual feedback control is now a very flexible and useful Vehicle Obstacle n

method in robot control [1]. Recently, Alliber¢t al. [2]
reported comparison results between two image prediction
models for an image-based visual servoing scheme based on ] ]
nonlinear model predictive control. Becetriaal. [3] presented N [9] and [10], they are restricted to a ground vehicle.
a robust sliding mode control law that exploits epipolar On the other hand, in robot control, one of the representative
geometries among three views. Zhasigal. [4] proposed a Wworks for obstacle avoidance problems is a navigation function
new 2-1/2-D visual servoing method for nonholonomic mobilthat is globally convergent potential function proposed by
robots based on a novel motion-estimation technique, whigmon and Koditschek [11]. The feature of this efficient ap-
does not need homography/fundamental matrix estimation@ipach is that automatically merge path finding and trajectory
decomposition. The authors have been proposed passivigneration in a closed-loop fashion. Some navigation function
based visual feedback control for three-dimensional (3-Bpproaches for visual feedback systems are reported in [12]-
target tracking in a series of papers [5]-{[7]. [14]. Cowanet al. [12] proposed a visual feedback controller
Obstacle avoidance coupled with accurate path followirlg bring a robot to rest at a desired configuration for an impor-
control which is to move a vehicle towards a target locatidignt problem that are all feature points remain within a camera
free of collisions with the obstacles has attracted much dield of view by using navigation functions. Chen al. [13]
tention of a great amount of robotics researchers [8]. Huaagd the authors [14] developed an off-line path planner based
et al. [9] proposed a local navigation method with a singlen an image space navigation function with an adaptive 2 1/2-
camera for obstacle avoidance using headings to obstacles Bridsual servoing controller and a stabilizing receding horizon
their angular widths. Cherubini and Chaumette [10] present@tle, respectively. However, all these approaches [12]-[14] take
appearance-based visual navigation with obstacle avoidadévantage of navigation functions to solve the camera field of
for real outdoor environments. This appearance-based visu@w problems but not to deal with the obstacle avoidance
navigation, which is one of the few methods for obstaclroblems.
avoidance through the camera model, avoids new obstacles bin this paper, passivity-based pose control via a navigation
using a range scanner. Although good vision-based navigationction for obstacle avoidance is applied to 3-D visual feed-
approaches for the obstacle avoidance problems are presebak systems with an eye-in-hand configuration as shown in

Fig. 1. Eye-in-hand visual feedback system with obstacles.



Fig. 1. Firstly, passivity-based pose control for an eye-in-ham@ the position vectors of the target objectth feature point
visual motion error system is proposed. Next, a path plannerridative to ¥, and X, respectively. Using a transformation
be appropriate for the visual motion error system is designetithe coordinates, we havye; = gcopoi, Wherep.; and p,;
through an obstacle avoidance navigation function in ordshould be regarded, with a slight abuse of notatioripsl]”

to move the camera towards a desired pose and away framd [pZ. 1] via the well-known homogeneous coordinate
obstacles without additional sensors such as a range scanmgresentation in robotics, respectively (see, e.g., [15]).
Convergence analysis of the proposed path planner is providedThe perspective projection of theth feature point onto
Finally, we present simulation results that demonstrate ttlee image plane gives us the image plane coordirfate=
effectiveness of the proposed control scheme. [fei fyi]T € R? as

Az
Il. VISUAL MOTION OBSERVERBASED POSE CONTROL fi=—1| |, (3)
. . . . . . Zci Yei
This section mainly reviews our previous work [5] via “

passivity-based visual feedback control with an eye-in-hamdherep.; = [ yei 20:)7 - It is straightforward to extend this

configuration. model tom image points by simply stacking the vectors of the

image plane coordinate, i.ef(g..) := [f{ --- fL]7 € R?™

andp. := [pL --- pL.]T € R3™. Hereafter, f,, means
Visual feedback systems with an eye-in-hand configuratigtig,,) for simplicity. We assume that multiple point features

use three and coordinate frames which consist of a worlcon a known object are given and observed. Under this assump-

frame ¥,,, a camera frame., a target object framé&, and tion, the image feature vectgt, depends only on the relative

n obstacle frames:, ,---,%;,, as depicted in Fig. 1. Let poseg,,.

Peo € R and ef? € SO(3) be a position vector and a

rotation matrix from the camera fram. to the object frame B. Estimation Error System

¥,. Then, a relative pose fr?rﬂc to X, can be represented Thg yisual feedback control task requires information of the
by geo = (Peo, €5%) € SE(3)*. relative posey.,. Since the measurable information is only the
. The objective.of position-based yisual feedback control iﬁnage featuref,, in the visual feedback system, we consider a
in general, to bring the actual relative pagg to a reference nonlinear observer (we call a visual motion observer) in order
one g.q. Firstly, we consider the relative poge, in order to {5 estimate the relative pose, from the image featurd,,.
achieve the control objective. The relative pose fram to Firstly, using Eq. (2), we choose estimags and V%, of

¥, can be led by using the composition rule for rigid bodyhe relative pose and velocity, respectively as
transformations as follows:

A. Vision Camera Model

- Ve, = =Ad gy Vi + e (4)
Geo = gwigwo- (1) ’ (§eo) Toe

The relative pose involves the velocity of each rigid bod)Iht(.a n(iwdlnplutuf IS todt;_/eb dtet::‘r:mmedt |n|ord|er to drive the
To this aid, let us consider the velocity of a rigid body a§stmated valueg., and v, 10 their actual vaiues.

described in [15]. We define the body velocity of the camera In order to establish the estimation error system, we define
relative to the world frames,. asV® — [(vb )T (wb )77 the estimation error between the estimated valyeand the

wce wce H
where v’ andw’ represent the velocity of the origin and?ctudl relative posg., as

the angular velocity front,, to X, respectively [15].
Differentiating Eq. (1) with respect to time, the body
velocity of the relative pose., can be written as follows we next define the error vector of the rotation maui% as

Jee = gc_olgco- (5)

(See [5]): re; 1= sk(e01)V wheresk(e<) denotesl (¢80 — ¢~ 0es),
b b b Using this notation, the vector of the estimation error is given
Veo = —Ad =1\ Vige + Vigos 2 by e = [pT. 1T,

whereV?  is the body velocity of the target object relative to Suppose the attitude estimation errg is small enough
¥, andAd,,, is the adjoint transformation associated witlthat we can let*% ~ I +sk(e*%). Therefore, using a first-
Jeo [15]. order Taylor expansion approximation, the estimation error
The relative posg., = (pco,e@w) cannot be immediately vector e, can be obtained from image informatigfy, and
obtained in the visual feedback system, because the tardi estimated value of the relative pasg as follows:
object velocity V5, is unknown and furthermore cannot be ‘o _
measured directly. To control the relative pose using visual ee = J¢(Geo)(feo = feo); (6)
information provided by computer vision system, we use t
pinhole camera model with a perspective projection. Here,
considerm(> 4) feature points on the rigid target object i
this paper. Let\ be a focal lengthp,; € R? andp.; € R?

rWhere feo is the estimated value of image feature ah¢g..)
Wan image Jacobian-like matrix [5]. In the same way as Eq.
n(2), the estimation error system can be represented by

Vo = =Ad 1 ue + Vi, 7

1The notation of the homogeneous transform is denoted in Appendix.



C. Pose Control Error System where K, = diag{kc1, - ,ke} and K. =
Let us consider the dual of the estimation error systeftiag{ke1, -+ kec} are the positive gain matrices of,

which we call the pose control error system in order to achiede@nd 2 axes of the translation and the rotation for the pose
the control objective. Firstly, we define the pose control err§PNtrol error and the estimation one, respectively.

as follows: Theorem 1 ([5]): If V;2, = 0, then the equilibrium point
x = 0 for the closed-loop system (12) and (15) is asymptotic
Gec = gc_dlgcm (8) stable.

Theorem 1 shows Lyapunov stability for the closed-loop
system. If the camera velocity?. is decided directly, the

wce

control objective is achieved by using the proposed control

which represents the error between the relative ppseand
the reference ong.4. It should be remarked thaj., can
be calculated by using the estimated relative pgse and

L : law (15).
the estimation error vectot, = [pL, r1]7 equivalently as (15)
follows: [1l. OBSTACLE AVOIDANCE NAVIGATION
Geo = Geo ) FUNCTION-BASED PATH PLANNING FOR EYE-IN-HAND
co — coJjee
L1 SYSTEMS
0 _ S ||r€e|| 10 . . . . .
§0ce = 7”T i Tees (10) Vision-based navigation with obstacle avoidance should
ee

) o offer great perspectives in many applications, such as surveil-
although g., cannot be measured directly. Similar to thgance, patrolling, search and rescue or high risk missions. In

is defined ag, := [p/, rc.]". _ design a path planer through an obstacle avoidance navigation
Differentiating Eq. (8) with respect to time, the pose contr@|nction for 3-D eye-in-hand visual feedback systems. The
error system can be represented as control objective in this paper is stated as follows:

Control Objective: The camera follows the target object,
i.e., the relative posg.,(t) is coincided with the time-varying
éiesired oneg.4(t) which is generated to avoid unexpected
obstacles, and which converges the final desired ppe

Vi = -Ady, s, (Ad(gfl Vo4 V;;i) +VEL (1)

d) w wo?

whereV?, is the body velocity of the reference of the relativ

0S€(ecd- ) .
POSEYed From the proposed visual feedback control law, the input to
D. Visual Motion Observer-based Pose Control the camera is designed as follows:

Combining the estimation error system (7) and the pose Vi = Adg,,, (uc _ Vbd)' (16)

control one (11), we construct the visual motion observer-
based pose control error system (we call the visual motibtence, the camera input is only needed the body velocity

error system) as follows: VEh = [(w5)T (w2,)T]T of the reference of the relative pose
2
Ged™ -
Ve, —Adgoy 0 Iy
{er] B { 0 —Ady-, ut || Vo (12) A. Rotation Error for Path Planning
where In rotation control, we consider only convergence to the
final desired rotation. We define the rotation error between
we= [ug ug )", ue=Ad,-1y Vi + Ve (13)  the time-varying relative desired rotatiai’« and the final

E0ca , .
Let us define the error vector of the visual motion error syste?ﬁ]ee £ as follows:

asz := [el el]T, which consists of the pose control error ofOca — 80cay ,€0ca 17)
vectore,. and the estimation error vectey. It should be noted _ _ . _ o
that if the vectors of the pose control error and the estimatidie vector form is defined as, := sk(e%<¢). Differentiating

one are equal to zero, then the actual relative pgsdends EQ. (17) with respect to time, the rotation error system for path

to the reference ong.; whenz — 0. planning can be written as
It can be proved that the visual motion error system (12) b b (18)
is passive from the input to the output—z by using the Wed = Wed:
following positive definite function: B. Visual Motion Observer for Path Planning
V = F(gee) + E(gee), (14) Obstacle avoidance navigation function-based path planning

) . . ) needs the relative position of the obstacle from the camera
where E(gei) := g llpeill® + ¢(e*%') and¢(et? ) := tr(I —  frame p,,. In this section, we design the visual motion

et%<) is an error function of the rotation matrix. observer in order to estimate the relative positigp, using
Based on the passivity property of the visual motion errdhe image featuref.,, := f(ge,). Now, we assume that the
system, we consider the following control law. multiple points on the obstacles can be observed and the

u=—K(-z), K := diag{K,, K.}, (15) 2The relative posg.4 can be obtained solving.q = geqV2;.



position of itpy,; is known. The body velocity of the relative A smooth vector field on any sphere world with a unique
poseg.,, can be written as follows: attractor, must have at least as many saddles as obstacles. The
b b b property of a Morse function whose Hessian at all critical
Ver = Ad(g;li)vwc + Vv (19) points is non-degenerate establishes that the initial conditions

where V%, is the obstacle body velocity. Using the b0d>{hat bring the system to saddle points are sets of measure zero.

velocity Vc%), (19), we establish a following estimate mode n view of this property, all initial COﬂdI'FIOhS away from sets
for the obstacles: of measure zero are brought to the unique minimum [16].

In order to design the obstacle avoidance navigation func-
Vs = —Ad@_bl)Vu’jc + Uy, (20) tion, we utilize the following function which represents the
o error between the desired relative positipgy and the final
wherege, and V3 are the estimated values gf,, andVy, , onep.q,:
respectively. We define the estimation ergog, between the
actual relative posg.,, and the estimated orig,, as follows: $(pea) = |Pea — Ped, >, (26)

Geb; = gc_bl-ngi' (21) wherex > 0 € R is an additional parameter to change the
' potential field. Next, let define the obstacle function which

The vector of the estimation erres, = [p;,, ¢, | can be includes the functiony, for keeping in the spacé’ as
obtained by exploiting the image featufg, and the estimate

valuesg.,, and f,, as M
, (pea) = [ [ mi(pea) 27)
€y, = Jg (gcbi)(fcbl - bei)' (22) 1=0
2 2 :
. . ) 4 | pg — llpeall fori=0
Hence, the relative position.;,, can be calculated as follows: Ni(Ped) = { pes, |2 — p2. fori—=1---M
_ b, > o .
Peb, = €7 Peb, + Deb, (23) Then, the model space navigation functip(r) € R>™ —
through gey, = Gev, gen,- The estimation error system for thel0, 1] and ax-th root function are defined as
obstacles can be obtained as - T
¢(z) = e (28)
Vh = —Ad, -1 up, + Vg, (24) H
- (90,7 L and
C. Obstacle Avoidance Navigation Function )
p(r) = x*, (29)

In this subsection, we develop the obstacle avoidance navi-

gation functions(pcq) [11], [16]. In this paper, we assume thatespectively, wherg, > 0 € R is a parameter. The function
the workspace and the obstacles are spherical. This assump{iy) is important in order to change,, to a non-degenerate
does not constrain the generality of this work since it hasitical point. From Eqs. (26)—(29), the obstacle avoidance
been proven that navigation properties are invariant undedyigation function denoted by(pe.d) € D — R, can be

diffeomorphisms in [16]. developed as follows:
Firstly, we define a spac® where the camera can move

1
avoiding obstacles as follows: o(ped) = po Go f(pcd) _ ( $(Pea) > (30)
M n Mn(pcd) + 3(pcd)
D=F- U B, (25)  where o denotes the composition operator. Using a similar
=1 way in [16], it can be verified that the function (30) is the
where F' := {p.q : |lpeal* < pi} is the camera movable navigation function if the parameteris selected adequately.
space which represents a Euclidean 3-dimensional disk with ] ) ]
the radiuspe > 0, and Bi = {pea : |[pes.(pea)]? < D- Path Planning of Desired Body Velocity
p?}, i = 1...M denotes aM-th obstacle space i’ with We design the desired body velocity, and the input for
the radiusp; > 0. We impose the additional constraint thathe estimatiornu;, as follows:
all obstacles closures are contained in the interior of the

workspace; i.e||pe, || + pi < po, 1 < i < M, and that none v — —e’gechd%VsD(pcd) 31)

of them intersect; i.€lpcy, — pev, || > pi +pj, 1 <1i,5 < M. —Kgre t0ear,

If peq € D,'the. camera'keeps coll?sion.-free. . up, = Kpep, , (32)
The navigation functions used in this paper are defined as

follows: where Kg, =  diag{kap1, kap2, kaps}, Kar =
Definition 1 ([11],[16]): A smooth Morse functionp(p.q) diag{kar1, kar2, karst and Ky = diag{ke, -k}

: D — [0,1] is a navigation function if it is are the positive gain matrices for the translation and the

1) a unique minimum exists at., ; rotation of the desired body velocity and for the estimation

T
2) uniformly maximal on the boundary db. input, respectivelyVo(peq) = (%) which denotes



the gradient vector op(p.q4) can be calculated as Eq. (33) at lg“df 9ed

the bottom of this page. Obstacle i ) qu”@
. . . e — b Visual Motion
We state the main result of this paper concerning thef,, oty vV Vb, [ Vision
“» Navigation » Observer-based —>
convergence of the path planner. Famosap— Camera
. b b co,| Pose Controller
Theorem 2:Suppose that,, = 0 andV,,, = 0, and the Path Planner |_’
initial desired relative positiom.4(0) satisfiesp.q4(0) € D.

Then, the desired relative positip,(t) ensures that.q(t) €

; it i Fig. 2. Block diagram of visual motion observer-based eye-in-hand pose
D and ng(t) has the asymptotlcally stable equ”lbnum IDomgontrol with obstacle avoidance navigation function-based path planner.

Gedy -
Proof: Consider the following positive definite function: o proposed approach, which deals with the estimation
) M problem from the visual features explicitly, can be applied to
Vi = ¢(Dea) + (e50) + ZE(gebi) (34) 3-D eye-in-hand visual feedback systems without restriction
i=1 to the ground vehicle. Thus, the proposed method which is
Evaluating the time derivative df;,, along the trajectories of connected the visual motion observer-based pose control and
Egs. (18), (24), (31), (32) gives us the obstacle avoidance navigation function-based path planner
M without additional sensors allows us to extend technological
Vi = (Vo) poq + L etfearst  + ZebTiAd( éeebi)VeZZi appl!catlon area. The main contrlputlon of thIS. paper is to
= € provide that the path planner which can achieve obstacle
— (Vw)Teégcdvljd + Tereéaedwgd avoidance during the servoing is designed for the eye-in-hand
M visual feedback control.
+ Z ebTiAd(eéeebi ) (*Ad(_gib,)ubi) In our passivity-based visual feedback control approach, the
i=1 ' image Jacobian-like matriX(-) of the pinhole camera model

= (V) efleae=80ca ¢, Voo — T €00 oy e$0ear,, s exactly the same form as that of the panoramic camera
M T model [17]. Therefore, the proposed approach can be applied
+ Z (—es. Kven:) to 3-D eye-in-hand visual feedback systems with a panoramic
=1 : : camera using the image Jacobian-like matfix) in [17].
= —(V@)TdeVgo — (effgﬁdred)TKdrefge“dred ¥
M . IV. VERIFICATION
B z_: . Koev. (35) In this section, we present simulation results for the visual
=t feedback control with the path planner via the obstacle avoid-
ance navigation function, compared with the constant desired
relative pose proposed in [5]. The control objective is that the
Vi, < V,(0). (36) camera tracks the static target object to avoid two obstacles.
In other words, it is bring the actual relative pogg(t) to a
given reference ong.., using a time-varying reference one

is satisfied for any initial conditiom.4(0) € D. Since the /(4 and it can be achieved to make both the estimation and
estimation error vectoe,, — 0, the positionp., which o pose control errors zero.

is utilized in the obstacle functions converges actual value.Tne simulation is carried out with the initial condition
Thanks to the property of navigation functions [16], it can = [~1.25 4.994 0.5]7 m, €0, = [0 0 — 7/127 rad.

be shownpeq(t) — pea, through Vip(pea) — 0. On the The final desired relative pose ig.q, = [0 1.5 0]7 m,
other hand, the rotationt®¢(t) — €*’*s can be verified ¢6.4, = [0 0 0)7 rad. The other conditions are setp@s, =
because of~¢%ar,; — 0. Therefore, it can be concluded[—0.224 1.095 0] m, 6., = [0 0 — 7/12]7 rad, p; = 0.5
that geq(t) — ged, - B M, py, = [~1.414 2.45 0.75]7 m, €0, = [0 0 — 7/12]T

Theorem 2 guarantees the convergence of the time-varyiagl, po = 0.5 m.

desired posgy.q(t) to the final oneg.q,. The path planner  The simulation results are presented in Figs. 3 and 4. Fig. 3
can be designed to keep collision-free based on the obstatews the actual pose control errer, which is the error
avoidance navigation function. The block diagram of theector between the current relative pagg(t) and the final
visual motion observer-based eye-in-hand pose control willsired oneg.q,, instead of the time-varying desired one
the obstacle avoidance navigation function-based path planpgf(t). The asymptotic stability can be confirmed by steady

It is clear from Eq. (35) thal/, is a non-increasing function
in the sense that

From Egs. (34) and (36), the conditign,(t) € D, Vi > 0

is shown in Fig. 2. state performance in Fig. 3.
2,“ M M M
Vo(pea) = ———z | W1(Ped — Pedy) + IPed — Peay || H NiPed — Z H NiPeb, (33)
K(um + s) 7w i=1 J=1i=0,i#j



the obstacles.

S I Bl E—
a-1 1 V. CONCLUSIONS
-2 0 I é I zi I (Ii I ] This paper proposes passivity-baseD eye-in-hand visual
4 . - r T T T T feedback control via an obstacle avoidance navigation func-
.92 ] tion. The main contribution of this paper is to show that the
& N l path planner which can avoid obstacles during servoing is
designed fo3-D eye-in-hand visual feedback systems. Simu-
25 ' 5 ' i ' ('5 ' R lation results are presented to verify the control performance

0.5 | . . ; ; with obstacle avoidance of the proposed control scheme. Al-
i though only simulation results are shown in this submitted ver-

1] Sy —— sion, experimental movies using a Parrot AR.Drone which is a
wifi quadrotor aerial vehicle with two cameras are available at

05— Attt http://wwwr.kanazawa-it.ac.jp/kawai/resear
ch/ARDrone/ARDronemovies.html
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APPENDIX

In this paper, we use the notatieff«> ¢ R3*3 to represent
the change of the principle axes of a frarhg relative to
a framex,. &, € R? specifies the direction of rotation
andd,, € R is the angle of rotation. For simplicity we use
€6, to denotef,,0,,. The notation A’ (wedge) is the skew-
symmetric operator such théﬁab = &up X B4 for the vector
cross-productx and any vectod € R3. The notation ¥’
(vee) denotes the inverse operator td, ‘i.e., so(3) — R3.
Recall that a skew-symmetric matrix corresponds to an axis
of rotation (via the mapping — a). We use thet x 4 matrix

€bay
=] o P @7

as the homogeneous representationgof = (pas, %) €
SE(3) describing the configuration of a framdg, relative to
a frameX,. The adjoint transformation associated with is
denoted byAd,, ,) [15].



