Motion Detection by Networked Cellular Vision System
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Abstract— This article proposes a new concept for informa-
tion processing of networked vision sensors. The networked
sensor technology has a potential capability to solve some
of our most important scientific and societal problems. But,
difficulties of the information processing are inherent in such
huge amount of information acquired by the distributed vision
systems. The proposed concept gets a hint from information
processing mechanism of human hearing organs. We retrieve
the auditory information by the physical motions of vision
systems that move autonomously in its allotted area.

I. INTRODUCTION

The networked sensor technology has a potential ca-
pability to solve some of our most important scientific
and societal problems. The networked sensors can acquire
huge amount of information, especially in case of vision
systems. But it has another aspect; if we build large-scale
networked sensing system, we face to the serious problems,
i.e., how we can handle such huge amount of information
and how we can retrieve our necessary intelligence. Even if
distributed data processing may alleviate the computational
tasks and network traffics; it might be very difficult for the
central processor to rebuild and analyze the information of
the whole space from the information gotten by decentral-
ized processing [1].

On the other hand, living things processes information
very effectively. Human being recognizes voice or sound
by an adroit way. In terrestrial vertebrates, sound waves in
the air enter the outer ear, strike the tympanic membrane [2].
The sound waves are converted to fluid waves in the cochlea
by a series of mechanical couplings in the middle ear. The
fluid waves cause vibration of the basilar membrane, on
which sit sensory hair cells in the Corti’s organ [3]. Our
brain can recognize the sound or the voice by which hair
cells are oscillating and how big their magnitude. Namely,
our brain retrieves the necessary information from the sound
waves by monitoring the dynamical motions of hair cells.
In other words, each hair cell compresses the information in
the allotted frequency band ideally. The information format
is changed from sound to dynamical motion.

There are two aspects.

1) Supervisory Monitoring: The central processor does
not treat local data directly; it retrieves necessary
intelligence from Meta data acquired by local agents.

2) Changing information category: The central processor
does not treat image data directly; it retrieves neces-
sary intelligence from different kind of physical value,
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Fig. 1. Information flow. Left: With conventional image processing. Right:
With information transformation.

i.e., motions of vision cells. Namely, the original data
is transformed into a different type of physical value.

The first aspect may be rather trivial. It is similar
to the concept of distributed processing or decentralized
processing; but there are still many difficulties in such
processing methods. The final intelligence can be retrieved
only from the merged data. By merging the local data, new
synergetic information is born, which is never observed
in each local data. Thus, decentralized processing has a
limitation, namely the central processor has to play main
role. In Fig. 1, the left block-diagram shows the infor-
mation flow flow of the conventional image processing
and right one shows a new scheme with the information
transformation. On the other hand, the second aspect is quite
new; as we stated above, thanking to such transformation,
human being can recognize voices correctly. The process
speed of human brain is not so fast, it has so called ten-
step limitation;” it can execute only ten lines source code
per second. Even such slow processing mechanism, it can
retrieve necessary intelligence from sound waves at every
instantaneous moment. Though such concept has potential
possibility for information processing, there may not be any
engineering applications.

In this paper, by using this concept, we show an example
of cellular vision system which can recognize movements



of a crowd of people, the method of which is remarkably
easy than the conventional optical flow method.

II. CELLULAR VISION SYSTEM

In this section, we show two case studies to facilitate
the understanding of our proposed concept. In our case
studies, we use conventional CCD cameras with pan, tilt and
zoom functions. We configure the networked sensing system
by connecting large number of these uni-modular CCD
devices. Firstly, we show the behavior of the camera model
based on the CCD camera. The perspective projection of a
target point onto the image plane, f := [f, f,]T € R?, is
given by the following equation.

f=3{“] (1)
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where x., y. and z. represents the target position in z, y
and z coordinates of the camera frame [4]. \ is the focal
length of the camera and selected as A = 480. Let us
assume that each camera is hanging from the ceiling of 3[m]
height and watching down vertically. Since the resolution of
each camera is 320 x 240 pixels, the camera can watch the
area of 2[m] x 1.5[m] on the floor. We let this area be the
responsible monitoring area of the camera. The camera has
two modes: normal mode and 3X-tele-mode (three times
closer). Even in 3X-tele-mode, we like the camera covers
the same responsible monitoring area, 2[m| x 1.5[m]. This
fact makes another assumption that each camera can change
its direction within the following ranges.

e Pan: —127/180 < 6 < 127/180 [rad]
o Tilt: —97/180 < ¢ < 97/180 [rad]

Fig. 2 and Fig. 3 shows the intuitive illustrations of the
above explanation.

In this paper, we assume that the target point on the image
plane is always available without referring the image pro-
cessing. The following is the camera motion of explaining
how to track the target.

1) The initial setting of camera is in normal mode and
at the original direction: (6, ¢) = (0,0).

2) If a target gets in the image plane, the camera tries
to adjust its direction in order to capture the target at
the center of the image plane, or at least within the
center area of range || f|| < 38 and || f, || < 50.

3) If the target can be captured in the area of || f,|| < 38
and || f,|| < 50, then the camera is switched into 3X-
tele-mode.

4) From now on, we call that the camera is in tracking
mode. The camera tracks the target with the simple
image based feedback control law of u = —K(f —
fa). Where f is the target point, f; is its desired
location, usually at the origin and K is a gain matrix.

5) If the camera loses sight of the target, it is switched
back to the normal mode.
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Fig. 2. Field of view of the camera in the 3D workspace.
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Fig. 3. Camera motion in tele-mode.

6) If the target is still in its sight, the camera repeats the
motion from 2), if not, It back to the initial setting
1).

If the camera catches many target points, then it selects
the nearest one in a sense of Euclidian norm. In the
following section, we carry out two simulations of human
tracking.

We adopt the following simple dynamics as the basic
model of human walking.

mi + pi = F 2)

where m, p and F' represent mass of the human, friction
and force in the human walking, respectively. x is the
position of the human. m and p are constants which satisfy
57 < m < 63 and 4 < pu < 8, respectively. F' takes
a random continuous variable during [—20, 20] throughout
the simulation. We assume that the human moves indepen-
dently. Note that the human motion itself is not important
in this paper; the crucial issue to be concerned is to detect
the outlines of such motions by the proposed method.

A. Cellular Vision System For Corridor

In the first simulation, we consider a case of strait
corridor as a monitoring space. We set 21 cameras hanging
from the ceiling of the corridors as depicted in Fig. 4. A
simulation result done by using Matlab and Simulink is
illustrated in Fig. 5 with VRML(Virtual Reality Modeling
Language).

We assume that each person goes in and out from the left
side or the right side. Since each camera moves only in one
direction, the generated movements based on (2) are easily
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Fig. 4. Cellular vision system in corridor.
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Fig. 5. Cellular vision system in corridor with VRML.

described as in Fig. 6. The horizontal axis is time and the
vertical axis is the distance from the left side.

The output from our cellular vision system is described
in Fig. 7. It indicates the sign of the driving voltage for
each camera. The white mark indicates plus voltage and
the black one means minus during the tracking mode. The
gray mark is the zero voltage or idling mode (not in tracking
mode). The horizontal axis is time and the vertical axis is
the camera number.

We can easily conclude that the output of the cellular
vision system Fig. 7 coincides with the sample motions of
Fig. 6. Namely the cellular vision system can present us
the situation of the corridor intuitively. From this output
graph, we can easily recognize the facts: how many people
are walking; which direction they are walking to; how fast
they are. For example, at the moment of 60 seconds, there
are two people moving from the right hand to the left, two
people walking from left to right, one just starts walking
from left to right.

B. Cellular Vision System in Square

In the second simulation, we consider a square space
as a target monitoring space. We install 17 x 17 = 289
cameras at the ceiling of the square as shown in Fig. 8.
Since each camera monitors are of 2[m] x 1.5[m], the total
monitoring area is 34[m] x 25.5[m]. Fig. 9 shows a scene
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Fig. 6. Human walking in corridor.
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Sign of the driving voltage on each camera.

of the simulation made by VRML. Persons can get in and
out from everywhere of the square space.

Fig. 10 shows the sample human walking motions gener-
ated by the same manner as in the corridor case. There are
five persons walking in the square. The circles mean their
starting points and the crosses represent their locations at
the final time (¢ = 20). In Fig. 10, the mark **’ denotes the
camera locations. Each camera tracks the target walking
person autonomously when it gets in the tracking mode.
Since each camera is driven in two directions: pan and tilt,
we can acquire these two driving voltages as the output data
of each vision cell. Fig. 11 shows a vector map, where each
vector is composed by these two voltages for each camera.
Fig. 12 is the 3D representation of Fig. 11.

Since this vector map Fig. 11 almost coincides with
Fig. 10, we can conclude that the generated sample motion
is clearly rebuilt by our cellular vision system. From the
output of the cellular vision system, we can easily recognize
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Fig. 8. Cellular vision system for square space.
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Fig. 9. A simulation scene by VRML.

the situation of the square: how many persons are walking
in the area; how fast they are; which direction they are
going to. The output of the cellular vision system is just the
driving voltages of each camera, thus the amount of data
is remarkably small comparing with conventional vision
systems. Moreover, this cellular vision system consists
of uni-modular cells, we can easily expand the size of
monitoring area just by adding the uni-modular cells.

C. Parameters of Trajectories

The output vector map of the cellular vision system is
very intuitive for human operator. However, if we use this
system for security system, we have to process the data for
machine diagnosis, namely to let computers detect irregular
situation. The most popular way to describe the trajectories
of walking person is polynomial approximation. We assume
that the trajectory of the walking is described as the third
order polynomial of time ¢.
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Fig. 10. Human motion in square for 20 seconds.
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Fig. 11.  Vector map of driving voltage of each camera

The speed of the walking is also described as follows.

Va (t) =
Vy (t) =

a1 + 2ast + 3azt? 5)
by + 2bat + 3bst? (©6)
The parameters, ap and by only depends on the initial
location of the walker. Since human normal walking has
some natural properties, the other parameters must be in a
natural(reasonable parameter) set.

€ A, (7
€ B, (3)

(aly a2, a3)
(b17 b27 b3)

These parameter sets are determined from human walking
speed and curvature of direction changing.

At any initial time, the system will find several persons in
the target space. As time goes, it can search possible trajec-
tories staring from these initial points. The term “possible”
means that the parameters of the trajectory are within the
natural parameter sets A,, and B,,. The composed vector of
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3D representation of the vector of driving voltages.

the camera driving voltages implies the tangent vector of
this trajectory, thus at any moment, the system can identify
the trajectories to which the new composed vectors belong.
If a new composed vector (except located on the border
of the monitoring area) does not belong to any determined
trajectory, then the system recognizes something irregular
happens and alert human operators. By this scheme, we
can realize the security system for public space, which can
alert persons walking in an interrogatory behavior, as well
as static data of passenger traffic amount and so on.

III. HARDWARE PROTOTYPE
A. Vision Cell

As we explained, the proposed cellular vision system
consists of many uni-modular vision cells; thus this section
considers the hardware of the vision cell. The required
function of vision cell is only to track the target person when
the person gets into its sight. The precise tracking is not re-
quired, just a rough tracking is enough for the purpose. The
necessary information is driving voltage for the tracking. To
realize such simple tracking, visual feedback mechanisms
studied widely can be utilized. The feedback law itself
is simple and necessary data processing is also simple,
thus we can implement this feedback law into a chip-
controller. In terms of camera resolution, low resolution is
enough for this purpose. However, commercially available
CCD chips has too high resolution, usually it is more than
10,000 pixels at least. Thus we can realize the zooming
function electronically by using this high resolution in place
of optical zooming. Thus, the necessary mechanism is to
dive the camera directions: pan and tilt. To realize this
mechanism, as actuators, we use four so-called “artificial
muscle” made from high polymer. These four strings of
this bind together the corners of camera body and the
corresponding positions of the basement, as shown in Fig.13
and Fig. 14. Since CCD camera can also play the role of
angle sensors, we can realize the vision cell only by these
actuators.
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Fig. 13. Model of cell camera.

Fig. 14. Prototype of cell camera.

B. Networking

The vision cells are connected by a wire, which transfer
their information to the central processor and also provides
electric power to the vision cells. As stated before, the
information generated by each vision cell is a pair of driving
voltages. If the voltage is described with 8-bits signal and
sent every second, the amount of information generated by
each vision cell is 2 bytes per second. Even adding the
ID of vision cell and some protocol bytes to the packet,
the size of information packet issued at each vision cell is
quite small. Thus, we can connect all vision cells by a single
wire serially. Conventional coaxial cables of I0OMBPS may
handle more than 100,000 vision cells. This consideration
concludes that connecting task is realized without break
through technologies.



IV. CONCLUDING REMARKS

Though this paper has shown only simple cases of
cellular vision systems, we can recognize the potential
possibility of the idea. The basic concept stated here may
be utilized in various fields of information processing.
Especially networked sensing systems are getting popular
in coming several years; it must be crucial issue to process
huge amount of information. The proposed concept may be
a key hint to solve these difficulties.

In terms of the cellular vision system with the proposed
information processing method, there must be various ap-
plication fields as follows.

o Intelligent Transportation Systems (ITS): Freeway
Traffic
o Security Monitoring for Public Spaces
o Air Traffic Management by Radar (Commercial and
Military use)
In this cellular vision system, each cell has the same vision
camera system with the same software, i.e., homogeneous
structure; we can produce each cell effectively with afford-
able cost. Moreover we can increase the number of cells
arbitrarily.

Concerning ITS, we can monitor a huge space for a
surveillance. By using the system, we can easily recognize
how many cars are running in the specified area and how
fast they are running. If a car behaves in abnormal way, we
can immediately point out this phenomenon. This case is
same as the case of monitoring public space, we can monitor
a crowd and we can easily find a person in an interrogatory
manner. If we would like to control many objects, airplanes,
missiles and so on, flying over tremendous area, monitoring
or sensing is absolutely necessary for the controlling. The
cellular mini-radar system with the proposed concept may
treat this problem.

Since there are a lot of future works to realize this basic
idea in practical systems, we hope some researchers try to
use this concept in their developing systems.
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