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In this paper, we deal with the control and the estimation of visual feedback systems with a

fixed camera. The rigid body motion (involving both translation and rotation) control problem

of visual feedback systems with Eye-in-Hand configuration has been discussed in our previous

works [1, 2]. This configuration has only three coordinate frames, while visual feedback systems

typically use four coordinate frames which consist of a world frame Σw, a target object frame

Σo, a camera frame Σc and a hand (end-effector) frame Σh as in Fig. 1. Because the camera is

attached to the end-effector of robots, the camera frame represents the hand one in Eye-in-Hand

configuration. This paper will give a visual feedback system with the four coordinate frames.

Extending the number of the coordinate frames from three to four, this framework can generalize

our previous works. Specifically, we consider the trajectory tracking problem of visual feedback

systems with a fixed camera.
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Figure 1: Visual feedback system with four coordinate frames

Firstly, we consider the estimation problem of the relative rigid body motion gco ∈ SE(3)

between the camera frame Σc and the target object frame Σo, because gco can not be measured



directly in visual feedback systems. Where gab ∈ SE(3) is the homogeneous representation of

the configuration of a frame Σb relative to a frame Σa [3]. The observer is constructed by using

visual information in order to exploit the estimated relative rigid body motion ḡco. Secondly,

the control problem of the relative rigid body motion gho ∈ SE(3) between the hand frame

Σh and the target object frame Σo is addressed in order to achieve the desired motion gd. In

particular, we do not assume that the desired motion gd is constant for trajectory tracking

problems, while our previous works have been discussed on this assumption [1, 2]. We construct

a visual feedback system by combining the model of the estimation error and the model of the

control error. For this system, we lead a structural passivity property with an energy function.

Based on the passivity, we propose a visual feedback control law which guarantees asymptotic

stability of the overall closed-loop system using the energy function as a Lyapunov function.

L2-gain performance analysis for the proposed control law is discussed with the energy function

as a storage function. Finally simulations are presented to verify the stability and L2-gain

performance of the visual feedback system with a fixed camera.

The main contribution of this work is that the visual feedback system with four coordinate

frames is constructed in order to generalize our previous works. In this framework, we can design

the control gain and the observer gain separately from each other, while the control problem

and the estimation problem of the visual feedback system are considered in the same strategy.

Moreover, trajectory tracking problems of the visual feedback systems can be treated using the

desired motion gd which depends on the time.
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